**LAB SESSION 9: YACC: INTERMEDIATE CODE GENERATION**

**AIM**: To implement a YACC program to generate three address intermediate code.

**PROBLEM DEFINITION:** Design and implement a YACC program that can:

1. Parse arithmetic expressions involving:
   1. Integer constants and variables
   2. Binary operators: +, -, \*, /
   3. Parentheses for grouping
2. Parse while loops of the form:

while (condition) {

statements

}

Where condition is a relational expression using operators <, <=, >, >=, ==, != and statements may include assignments and nested arithmetic expressions.

1. Generate Three-Address Code (TAC) or quadruples for both arithmetic expressions and while loops.

**THEORY:** Intermediate code generation is an essential phase in a compiler, acting as a bridge between the high-level source code and the machine code. The intermediate code (IC) is a low-level, machine-independent representation of the program that makes it easier to optimize and translate for different target architectures. Unlike source code, which is closely tied to human-readable constructs, IC abstracts away hardware details while retaining enough structure to facilitate further processing, such as code optimization and target code generation.

One of the most common forms of intermediate code is the Three-Address Code (TAC). TAC represents computations in a form where each instruction contains at most three operands, typically written as x = y op z. Here, x is the target variable or a temporary variable used for intermediate results, y and z are operands (which may be variables, constants, or temporaries), and op is an operator such as addition, subtraction, multiplication, division, or relational operators. For example, the expression x = (a + b) \* (c - d) can be translated into TAC as: t1 = a + b, t2 = c - d, t3 = t1 \* t2, and x = t3. Temporary variables make it possible to break down complex expressions into simple, manageable steps.

TAC is also used to represent control flow explicitly, which is particularly useful for loops and conditional statements. In the case of a while loop, labels and conditional jumps are introduced to control the flow of execution. For instance, the high-level loop while (i <= 10) { sum = sum + i; i = i + 1; } can be represented in TAC as: L1: t1 = i <= 10, if t1 == 0 goto L2, t2 = sum + i, sum = t2, t3 = i + 1, i = t3, goto L1, L2:. Here, L1 marks the start of the loop and L2 the exit point, while temporary variables (t1, t2, t3) store intermediate results of computations.

The process of generating TAC is closely tied to the syntax-directed translation approach, where semantic actions are associated with grammar rules in a parser, typically using tools like YACC. These semantic actions are executed when a grammar rule is matched during parsing. They allow the compiler to assign temporary variables, generate TAC instructions for expressions and assignments, handle labels for control structures, and manage the symbol table for variable declarations and usage. By using semantic actions, the compiler can generate intermediate code dynamically as it parses the input program.

TAC offers several advantages in the compilation process. First, it simplifies optimization because each intermediate instruction is simple and explicit, making it easier to identify common subexpressions, move code outside loops, or eliminate redundant calculations. Second, it provides a clear mapping to target machine instructions, facilitating the final code generation. Finally, it makes the representation of expressions, assignments, and control flow explicit, which aids in semantic analysis and further transformations in the compiler.

Three-Address Code is a powerful and widely used form of intermediate code that allows compilers to represent arithmetic expressions, assignments, and control structures like loops in a simple, machine-independent format. Understanding TAC and its generation through semantic actions is crucial for anyone studying compiler design, as it provides the foundation for code optimization and efficient target code generation. By systematically translating expressions and loops into TAC, a compiler can ensure correctness while preparing for subsequent stages of compilation.

In addition to basic arithmetic expressions and simple loops, generating intermediate code efficiently requires careful consideration of expression evaluation order and operator precedence. When expressions involve multiple operators, especially with mixed precedence and associativity, the compiler must generate TAC in a sequence that respects the original semantics of the program. This often involves creating a postfix or abstract syntax tree (AST) representation of the expression first, and then traversing it to emit TAC instructions in a systematic manner. Such an approach ensures that temporary variables are allocated correctly, and intermediate computations are not overwritten before they are used, which is essential for maintaining program correctness.

When dealing with nested loops or nested control structures, the management of labels becomes more complex. Each loop or conditional construct typically requires unique start and exit labels to avoid conflicts, and compilers often maintain a label stack to handle this. This allows TAC generation to be modular: inner loops can generate their own set of labels independently of outer loops, and goto statements can be resolved accurately. Nested loops also highlight the importance of efficient temporary variable management, as deeply nested expressions can result in a large number of intermediate values.

Short-circuit evaluation is another important consideration in TAC generation for logical and relational expressions, particularly when used in loop conditions or if statements. For example, in a compound condition like while (a < b && c != d), the compiler must ensure that the second part of the condition (c != d) is evaluated only if the first part (a < b) is true. TAC generation can achieve this by using conditional jumps to skip unnecessary evaluations, improving both efficiency and correctness of the generated code.

Intermediate code also plays a critical role in compiler optimizations. Once TAC is generated, it can be analyzed for redundant calculations, common subexpressions, and dead code elimination. For instance, if the same arithmetic expression appears multiple times in a loop, TAC generation combined with temporary variables makes it straightforward to compute the value once and reuse it. Similarly, optimization algorithms can rearrange TAC instructions to reduce the number of temporary variables, minimize jumps, or reorder independent computations for better performance on the target machine.

Memory management for temporaries is another consideration in intermediate code generation. Since TAC introduces many temporary variables for intermediate results, an efficient compiler must reuse temporary variables whenever possible to reduce memory footprint. This involves tracking which temporaries are no longer needed and can be safely reassigned, a concept closely related to register allocation in later stages of compilation. Proper management of temporaries not only conserves memory but also simplifies the mapping of TAC to machine registers during final code generation.

Furthermore, TAC is instrumental in representing complex control flow constructs, such as nested while loops combined with break and continue statements. By generating labels for each control entry and exit point, the compiler can accurately implement the semantics of these statements without modifying the original AST. This label-based approach makes it easier to implement additional control structures in the future, such as for loops, do-while loops, and multi-branch conditionals, using a consistent intermediate representation.

Finally, TAC serves as a foundation for machine-independent optimizations. Because TAC abstracts away from hardware details, transformations can be applied uniformly across different architectures. For example, loop unrolling, strength reduction, and inlining can be performed at the TAC level before translating to the target code. This separation of concerns—where TAC handles program semantics independently of the target machine—enables compiler designers to write more modular and maintainable optimization passes, ultimately producing more efficient executable programs.
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